Chapter 4
Rings

Of the three main topics in this book—groups, rings, and fields—the study of rings
will probably be the most familiar to the reader. The first section of Chapter|l|con-
cerned the protypical ring, the integers. The main properties examined—quotients
and remainders, divisibility, prime numbers, factorization—are familiar from grade
school. At the end of that chapter, these properties are extended to the polynomial
ring F[z] for F' a field. Polynomials over the rational numbers, Q, are a major
portion of the secondary school curriculum, although the focus is on the geom-
etry of solutions to polynomial equations more than algebraic properties. Still,
the division of polynomials and factorization do play an important role in the
curriculum.

In this chapter, we deal with general rings, with the caveat that multiplication
is assumed to be commutative. The special roles of the integers and of polynomial
rings will be evident, and the properties of divisibility and factorization are major
themes. Recall that the two GCD Theorems for integers and for
polynomial rings) involve a construction that also plays a major role. The GCD
of two integers is a linear combination of the two integers and the GCD of two
polynomials a(z) and b(x) is a polynomial combination of a(x) and b(z). Ideals are
subsets of a ring that generalize the construction of linear /polynomial combinations
of two elements. Ideals are used to define quotient rings in Section 4.4 Section
presents the relatively straightforward generalizations to rings of the isomorphism
theorems for groups (2.8.9] 2.10.1] [3.1.3) and of the related Factor Theorem [2.8.11]
and Correspondence Theorem Key properties of ideals and the relationship
to properties of the quotient rings are studied in Section[4.6] The culminating topic
of this chapter is rings of fractions, in Section which generalizes the techniques
used to derive the rational numbers from the integers.
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4.1 Rings

In this section we recall the definition of a ring and introduce three particular
types of rings: fields, integral domains, reduced rings. The integers and F'|x]
provide ways to construct examples and non-examples of these three types of rings
using the modular arithmetic introduced in Sections and

Definition 4.1.1. A ring is a set R, with two operations + and * that satisfy the
following properties.

(1) + and x are both associative. That is, (a+b)+c = a+ (b+c) and ax*(bxc) =
(a*b)*c.

(2) + and * are both commutative. That is, a +b=b+a and a *xb = b *a.

(3) + and * both have identity elements. There is some element in R, that we
call 0, such that a + 0 = a, and there is an element, that we call 1, such that
axl=a.

(4) + admits inverses. That is, for each a € R there is some other element, that
we write —a, such that a + (—a) = 0.

(5) * distributes over +. That isa* (b+c¢) =axb+axc.

A few comments are in order. Strictly speaking, the definition above is for a
commutative ring with identity. The modifier “commutative” is referring to
commutativity of multiplication, and “with identity” is referring to the multiplica-
tive identity. There is a rich study of rings where multiplication is non-commutative
(for example the ring of n x n matrices over R, see Section , but treating the
subject would spread our efforts too thinly. It is common when treating only com-
mutative rings to simplify the terminology at the outset as we do here: A ring for
us is assumed to be commutative and have an identity.

One may also say that a ring R is a commutative group under + and that
R* = R\ {0} is a commutative monoid (look it up!) under *, with the additional
property that x distributes over +.

One can show by induction that a sum of several terms (or a product of several
terms) may be computed in any order. There is also a distributive law for several
terms: for r,a,...,a, in a ring R, we have 7 % (a1 + a2 + -+ -+ a,) =r*ay + r *
ag + -+ rxay.

There are a bunch of little results one should verify. Since any ring R is a group
under +, several results follow from Proposition The additive identity 0 is
unique, and the additive inverse of € R is unique (we write it as —r), We know
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that —(—r) = r and that for s € R, —(r+s) = (—r) + (—s) (using commutativity
of 4+). Additionally we have the following properties. Proofs are left as an exercise.

Proposition 4.1.2. Let R be a ring and r,s € R

(1) For an integer m, the following equality holds, and we write its value as mr.

(1—}—1—{—---—}—1)*7‘27“—!—7“—{—---4—7“
| —_——

m terms m terms
(2) For anyr € R, r+0=0.
(8) The multiplicative identity element, 1, is unique.
(4) The additive inverse and multiplication operate as expected.

o 7% (—s)=—(rx*s)

o (—7)x(—s)=r*s

We haven’t excluded the possibility that 1 = 0. In this case for any r € R,
r=rx%x1=rx%x0=0. Thus we have a unique situation, a ring that has just one
element. We call it the trivial ring.

We will write the product without the multiplication symbol when there is no
concern about ambiguity, that is rs instead of r * s. But for clarity and emphasis
on the basic properties of a ring, we will continue to explicitly show the product
symbol in this section.

There are three special types of elements in a ring, and, based on their existence
or not, three special types of rings.

Definition 4.1.3. An element u of a ring R is a unit when there is another
element v such that u v = 1. An element a of a ring R is a zero-divisor when
a # 0 and there is some b # 0 in R such that a x b = 0. An element a of a ring R
is nilpotent when there exists some positive integer n such that a™ = 0.

Definition 4.1.4. A field is a nontrivial ring in which every nonzero element is
a unit. An integral domain is a nontrivial ring that has no zero-divisors. A
nontrivial ring is reduced if it has no nilpotent elements other than 0.

Ezxercises 4.1.5. BASIC PROPERTIES OF RINGS.
Prove the results in Proposition and in addition prove the following.

(a) The inverse of a unit is unique.

(b) The inverse of a unit is also a unit.
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(c) A unit cannot be a zero-divisor.
(d) A nilpotent element is either 0 or a zero-divisor.
FEzercises 4.1.6. CANCELLATION IN INTEGRAL DOMAINS.
(a) Let R be an integral domain. Show that the cancellation law holds: If
ar = as then r = s.
(b) Let R be an integral domain that is finite. Show that R is a field. (For a

nonzero a € R, consider the function R — R that takes r to a * r. Use the
cancellation law to show injectivity.)

The Integers and Fz] for F' a Field

We can now fully appreciate the integers Z, having ignored multiplication when
we studied the integers as a group. The integers, the number system we learn in
elementary school, form the first example of a ring. One of the key properties of
the integers (used in solving a quadratic equation!) is that ab = 0 implies a = 0 or
b= 0. In terms defined above, Z has no zero-divisors, so it is an integral domain.

Let us now turn to modular arithmetic, which we introduced in Section[1.1] We
will use [a],, for the equivalence class of @ modulo n and we will omit the subscript
n when the modulus is obvious. The following expands on Exercise [1.1.18

Theorem 4.1.7 (Units, Zero-Divisors in Z/n). Let n > 2 be an integer and let a
be an integer.

(1) la]n is a unit if and only if ged(a,n) = 1.
(2) [a]n is a zero-divisor if and only if 1 < ged(a,n) < n.

In particular, an element of Z/n is either 0, or a unit, or a zero-divisor, and these
are mutually exclusive.

Proof. Let d = ged(a,n). There are three mutually exclusive cases, d =1, d = n
and 1 < d < n.

If d = 1 then, by the GCD Theorem there are integers u,v such that
ua + vn = 1. Reducing modulo n we have

[uln, * [a]n + [V]n * [n]n = [1]n

[uln * [a]ln, = [1]n

3

so [u]y, is the multiplicative inverse of [a],, and [a], is a unit in Z/n.

If d = n, then [a},, = [0],.

If 1 < d < n then a = db and n = dc for some integers b and ¢ with ¢ < n.
Then [c],, * [a], = [¢]n * [db],, = [ed]p * [b]n = [n]n * [b]n = [0]n. But [a], # [0], and,
since ¢ < n, [c], # [0],. Thus [a], is a zero-divisor. O
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We are particularly interested in the following special case, to which we will
return in depth later.

Corollary 4.1.8. Let p be a prime number. Then Z/p is a field; every nonzero
element has an inverse.

When working with the integers modulo a prime we usually use the notation
[F,, instead of Z/p to emphasize that we have a field.

A general theme emphasized in these notes is the similarity between the integers
and a polynomial ring over a field F[z]. We have similar results when working
modulo a polynomial as we did for modular arithmetic.

Theorem 4.1.9 (Units, Zero-Divisors in F[z]/m(x)). Let F be a field and let m(x)
be a polyomial of degree § > 0. Let a(x) € F(x) and let [a(x)] be its congruence
class modulo m(x).

(1) [a(x)] is a unit if and only if ged(a(z), m(z)) = 1.

(2) [a(x)] is a zero-divisor if and only if gcd(a(x), m(x)) has degree greater than
0 and less than 9.

In particular, an element of Fx]/m(x) is either 0, or a unit, or a zero-divisor,
and these are mutually exclusive.

Proof. Let d(z) = ged(a(z), m(x)). There are three mutually exclusive cases,
d(x) =1, d(z) = m(z) and 0 < deg(d(x)) < deg(m(x)). These lead to [a(x)] a
unit, [a(z)] = [0] and [a(z)] a zero divisor, respectively. The proof for each case is
entirely similar to that for the integers. O

As with the integers, the following case is of special interest and we will return
to it in depth later.

Corollary 4.1.10. Let m(x) be an irreducible polynomial in F[z] for F a field.
Then every nonzero element in F[x]/m(z) has an inverse, so F[x]/m(x) is a field.
Conversely, if m(x) is reducible, F[z]/m(x) is not even an integral domain.

Exercises 4.1.11. NILPOTENT ELEMENTS IN FAMILIAR RINGS.
(a) Find the nilpotent elements of Z/8, of Z/12, and of Z/30.
(b) Under what conditions on n does Z/n have nonzero nilpotent elements?
(c) Identify the nilpotent elements of Z/n using the unique factorization of n.

(d) Let F be a field and m(z) € Flz]. Under what conditions on m(z) does
F[z]/m(z) have nonzero nilpotent elements? Identify the nilpotents a(x) €
F[z]/m(x) using unique factorization into irreducibles of m(z) and a(z).
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4.2 Ring Homomorphisms

As with groups, the functions that preserve structure on rings are of primary
interest. We first treat subrings, then introduce homomorphisms.

Definition 4.2.1. Let R be a ring. A subset T'C R is a subring of R when T is
an additive subgroup of R, T is closed under multiplication, and T contains 1g.

Ezample 4.2.2. The ring of integers Z is a subring of Q. We will see other subrings
of Q in Section

Ezample 4.2.3. The rings Z/n have no proper subrings because of the requirement
that the unitary element, 1, be contained in a subring. Adding 1 to itself will give
all of Z,,.

Ezample 4.2.4. The polynomial ring F'[z] for F' a field has many subrings: F itself,
any subring of F, and subrings generated by a polynomial. For example, F[z?]
would contain all polynomials in which each term has even degree. One can check
that it is indeed a subring of F[x].

Exercises 4.2.5. BASIC PROPERTIES OF SUBRINGS.
Suppose R, S are subrings of a ring 7.
(a) Show that RN S is also a subring of T'.
(b) If R and S are integral domains, show that RN S is also an integral domain.
(c) If R and S are fields, show that RN .S is also a field.

(d) More generally, show that for any subset A of T', that the intersection of all
rings containing A is a subring of T

(e) Similarly, show that for any subset A of T', that the intersection of all fields
containing A is a subring of T'. Show that, if it is nonempty, it is actually a
field under the operations +, % in 7.

(f) Give an example to show that R U S may not be a ring.

Definition 4.2.6. Let R,S be rings. A funtion ¢ : R — S is a ring homomor-
phism when

(1) ¢ is a homomorphism of the additive groups R, +pr and S, +g, and
(2) ¢(1r) =1g, and

(3) for r1,r2 € R,

p(r1*r12) = p(r1) x5 p(r2)
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Notice that the operation on the left-hand side is in R and the operation * on
the right-hand side is in . When we want to be careful we specify the ring for the
operation as we did here, but generally this is left to the reader to infer. We say ¢
it respects the ring structure. Specifically, ¢ respects addition, multiplication, and
the identity element. Recall from group theory that it is sufficient to check that
a function ¢ respects the group operation to ensure that ¢ is a homomorphism.
Thus, to check if ¢ : R — S is a ring homomorphism, one verifies that

(1) ¢(1r) = 1g,
(2) p(r1 +rr2) = @(r1) +5 p(r2), and

(3) w(r1*rr2) = p(r1) *s p(ra).

Proposition 4.2.7. Let R, S,T be rings. If o : R — S and 0 : S — T are ring
homomorphisms then the composition 0 o ¢ is also a ring homomorphism.

The proof is left as an exercise.

Definition 4.2.8. The kernel of a ring homomorphism ¢ : R — S is the preim-
age of Og; that is {r € R: ¢(r) = 0g}. A homomorphism that is injective is called
an embedding. A homomorphism that is a bijection (injective and surjective) is
called an isomorphism.

If R is a subring of S then the function with domain R and codomain S that
takes each element of R to itself as an element of S is a homomorphism, called the
inclusion homomorphism, from R to S.

From group theory we know that the kernel of a group homomorphism is a
normal subgroup (since addition in rings is commutative, any subgroup is normal).
The kernel of a ring homomorphism is not just an additive subgroup. It has an
additional important property, which is item (3) in the following theorem.

Theorem 4.2.9. Let p : R — S be a homomorphism of rings and let K be the
kernel.

(1) The image of R is a subring of S.
(2) ¢ is injective if and only if K = {Ogr}.
(3) For anyr € R and any k € K, rxgk € K.

Proof. We know that ¢(R) is a subgroup of S. From the requirement that p(1g) =
1g we have 1g € ¢(R). To show that ¢(R) is closed under multiplication, let ¢(r1)
and ¢(rg) be arbitrary elements of ¢(R). Then ¢(r1) *s ¢(r2) = @(r1 *xg r2), and
this is in ¢(R). This shows that ¢(R) is a subring of S.
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For the properties of the kernel, note first that if ¢ is injective there can only
be one element that maps to Og, and that is Or. Conversely, suppose K = {0Og},
and suppose o(r) = p(r'). Then o(r — ") = ¢o(r) — p(r') = 0g. Since the kernel
is trivial, 7 — ’ = Og so r = r’. This establishes injectivity.

Let £k € K and r € R. We have

o(r*r k) =@(r) xs (k) = ¢(r) xs 05 = 0g

Thus r xg k € K.
O

As with isomorphisms of groups, the isomorphisms between rings set up an
equivalence relation. Every ring is clearly isomorphic to itself via the identity
map. The following theorem establishes symmetry and transitivity.

Theorem 4.2.10. If ¢ : R — S is an isomorphism then ¢~ ' is also an isomor-

phism. The composition of two isomorphisms is an isomorphism.

Proof. Let ¢ : R — S be an isomorphism of rings. Since ¢ is a bijection,
o1 : S — Ris also a bijection. We must show it is a homomorphism. Since ¢
is a homomorphism, ¢(1z) = 1g and therefore p~1(1g) = 1 (since ¢ is injective,
this is the sole preimage).

To show ¢~ ! respects addition and multiplication, let s, s’ be arbitrary elements
of S. Since ¢ is a bijection, there are unique r,7" € R such that ¢(r) = s and

p(r') = o

p (sx58) =0 (p(r) x5 (1))
= (p(r=r1))

/
=T*RT

= ' (s)xr ' (S)
1

This shows ¢~ respects multiplication. A completely analogous proof is used for
addition. O

Definition 4.2.11. Two rings R,.S are isomorphic if there is an isomorphism
from R to S (and therefore, by the theorem, also an isomorphism from S to R).

FEzxercises 4.2.12. HOMOMORPHISMS AND SUBRINGS
Let ¢ : R — S be a ring homomorphism.

a ow that for any subring In £, the 1image ¢ 1S a subring ot 5.
Sh hat f bring R’ in R, the i R) i bri fS
(b) Show that any subring S’ of S, the preimage ¢~ 1(5’) is a subring of R.
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The Integers and F[z]| for I’ a Field
The following theorem shows that the Integers are the “original” (or “initial”) ring.

Theorem 4.2.13 (The Initial Ring). For any ring R there is a unique homomor-
phism from Z to R. The kernel is the set of multiples of some integer m. If m =0
then R has a subring isomorphic to Z. If m > 0, there is an isomorphism of Z/m
with a subring of R.

Proof. A homomorphism ¢ : Z — R, if it exists, would have to take 1z to
1r. Applying the requirement that a homomorphism respects addition we see
inductively that we must have, for m > 0,

m terms m terms

We also must have ¢o(—m) = —¢(m). Thus, there is at most one way to define a
homomorphism from Z to R. This function respects addition:

p(m+n)=(m+n)lg
=1p+1r+---+1g
m-~+n terms
=1lg+---+1g+1g+ ---+1p

m terms n terms

:mlR—l-an
= p(m) + ¢(n)

It also respects multiplication:

e(mn) = mnlg
=¢o(lr+1p+---+1g)
mn terms
= (1R+"'+1R)*R(1R+"'+1R)
m terms n terms
= (mlR) * (nlR)
= @(m) =g o(n)

The kernel is a subgroup of Z, and we have shown any subgroup of Z is cyclic.
If m generates the kernel, the first isomorphism theorem for groups says that Z/m
is isomorphic to a subgroup of R. Since multiplication is just repeated addition,
the map from Z/m to the subring of R is an isomorphism of rings. O
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The integer m in the theorem is called the characteristic of R.

The Arithmetic Modulo n Theorem|[1.1.16]shows that the function taking a € Z
to [a], € Z/n is a homomorphism. We actually define addition and multiplication
in Z/n via addition and multiplication in Z, so it is an immediate consequence
that the map is a homomorphism.

If d divides m there is a well-defined function from [al,, to [a]4— this is because
d|lm and m|(b—a) implies d|(b—a)—so any two integers that are congruent modulo
m are also congruent modulo d. On the other hand if d { m, there is no well-defined
homomorphism from Z/m to Z/d. If ¢ were a homomorphism from Z/m to Z/d it
would have to take [1],, to [1]4. But m[1],, = [0],, and m[1]4 # [0]4, so this would
lead to ¢([0];,) = [m]q # [0]q, which contradicts ¢ being a homomorphism.

Since the arithmetic on Z/m is determined by the addition and multiplication
in Z it often colloquially said that it is “inherited” from Z. Summarizing the
discussion above we have

Theorem 4.2.14 (Homomorphism mod m). The function Z — Z/n taking a to
[a]n is a homomorphism.

There is a homomorphism from Z/m to Z/d if and only if d divides m. The
homomomorphism is unique (since it takes [1],, to [1]q).

We have a similar result for polynomial rings.

Theorem 4.2.15 (Homomorphism mod m(z)). Let F' be a field and m(z) € F|z]
The function F[zx] — Flx]/m(x) taking a(x) to its equivalence class [a(x)] is a
homomorphism.

There is a homomorphism from F[x]/m(x) to F[z]/r(x) that is the identity on
F and takes [x]y,(z) to [2](z) if and only if r(x) divides m(x).

4.3 Constructions

In this section we introduce three ways to construct new rings: using direct prod-
ucts, using an indeterminate to create a polynomial ring, and using matrices to
create a noncommutative ring.

Direct Products

In Section [2.4] we showed that the Cartesian product of groups has the structure
of a group. Not surprisingly, we have the same situation with rings, but there is
one subtle difference, discussed below.
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Definition 4.3.1. Let R and S be rings. The Cartesian product R x S, along
with the operations below form the direct product of R and S.

7(7'7 S) (77"*5)
(r1,51) +RrRxs (12, 52) = (11 +R T2, 51 +5 52)
(r1,51) *Rxs (12, 82) = (11 *R 2, S1 *3 52)

The additive identity and multiplicative identies are of course (Og, 0g) and (1g, 1g).
The following proposition shows that the direct product of rings is in fact a ring
and gives other important properties.

Proposition 4.3.2 (Direct Product). Let R and S be rings.

(1) The above definition does, indeed, make R x S a ring.

>~

(2) The associative law for products of several rings holds: Ry x (R X R3)
(R1 X Ry) x Rs. Hence we write the product as Ry X Ry X Rs.

(3) If R’ is a subring of R and S’ is a subring of S then R’ x S is a subring of
RxS.

(4) The projection maps pr: R xS — R and ps : R x S — S are surjective
homomorphisms.

(5) The construction and the observations above can be generalized to the direct
product of any set of rings {R; : i € I} indexed by a finite set I. (It extends
with some modification due to subtle issues when I is infinite.)

Proof. (1) It is straighforward to check that the ring properties hold for R x S by
using the ring properties of R and S in each component.

(2) It is clear that the function from R; X (R2 X R3) to (R1 X Rg) x R3 that
takes (r1,(r2,73)) to ((r1,72),73) is a bijection. It is straightforward to show it
satisfies the three requirements for it to be a ring homomorphism.

(3)-(5) are similarly straightforward to verify. O

The subtle difference between the product of groups and the product of rings
is that there does not exist a natural homomorphism R — R x S. The choice
that one might expect would be to send r to (r,0), which does lead to a homomor-
phism of additive groups. But this violates the requirement that the multiplicative
identity on R must map to the multiplicative identity on R x S.

Ezercises 4.3.3. UNITS AND ZERO-DIVISORS IN DIRECT PRODUCTS.
Let R and S be rings and consider R x S. [You might want to consider
Z/m x Z/n to get a start on these problems.]
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(a) Identify all the units R x S by reference to the units in R and S.

(b) Identify all the zero-divisors in R x S by reference to the zero-divisors in R
and S. [You might want to consider Z/m X Z/n to get started.]

(c) Identify all of the nilpotent elements in R x S.

The following property of the direct product of rings is analogous to the one for
groups, Proposition The proof is easily adapted from the proof for groups.

Proposition 4.3.4 (Universal Property of the Product). Let R, S and T be rings,
and let ¢ : T — R and v : T — S be homomorphisms. The function « :
T — R x S defined by t — (p(t),1(t)) is a homomorphism. It is the unique
homomorphism such that proa = ¢ and psoa = 1.

Ezercises 4.3.5. IDEMPOTENT ELEMENTS COME IN PAIRS.
An element e in a ring R is idempotent when a? = a. Evidently, both 0g
and 1g are idempotents. If R and S are rings, then R x .S has two additional
idempotents (1,0) and (0,1).

(a) let R be a ring with an idempotent e with e # 0 and e # 1.
(1) Prove that the set Re = {re : r € R} with the operations inherited from
R has the structure of a ring, with identity e. It is not a subring of R

because the multiplicative identity element is different.

(2) Prove that (1 — e) is also an idempotent in R.

(3) Prove that every element in R may be uniquely expressed as the sum
of an element in Re and an element in R(1 — e).

(b) Find the idempotents in Z/12 and comment on the decomposition above.
(c) Find the idempotents in Z/30 and comment on the decomposition above.

Polynomial Rings

We have already discussed polynomial rings that have coefficients in a field, such
as Q[z], and Fplz]. The construction generalizes to any ring. For R a ring, the
polynomial ring R[x] is the set of elements of the form

ao + a1z + aga® + - - - + aga®
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with the a¢; € R and 6 € Ny. The sum of two elements and product of two elements
are familiar formulas. For example,

(ap + a1z + agz?® + azz®) + (bo + bz + boz? + bza®)

= (ao + bo) + (a1 + b1)x + (a2 + bo)2? + (ag + bs)a®
(ap + a1z + a2x2)(bg + bz + ngQ)

= agbg + (a1by + agby)z + (azby + a1by + agbs)z?

Some care is in order to stipulate that, for example, ag + a1z = ag + a1z + 0x>.
I'll introduce the following formal definition, but your instincts should be your
guide.

Definition 4.3.6. Let R be a ring. A polynomial in = over R is a sum a(z) =
Yoo a;x' in which only a finite number of the a; are nonzero. The support of
a(z) is the set of powers of = for the nonzero terms {xz fa; # 0}, or depending on
the context, the indices of those terms, {i : a; # 0}. For a(x) nonzero, the degree
is the maximal index with a nonzero term, deg(a(z)) = max;en., {¢ : a; # 0}. We
set the degree of the 0 polynomial to be —oco. -

The polynomial ring over R with indeterminate x is the set of all poly-
nomials.

{Z a;x' :a; € R, and {i:a; # 0} is ﬁnite}
i=0

The sum is defined by

e . e . e .
Z a;x' + Z bix' = Z(ai + b))z
=0 =0 1=0

and it is clear that the additive inverse of > oo a;z" is Y o0 (—a;)z". The product
is defined by (ax')* (bz?) = abz'™? and applying distributivity, commutativity and
distributivity. Consequently,

( i aixi) ( i bjzcj) = i i aibj:ciﬂ
i=0 =0 i=0 j=0

We can rearrange the sum by reindexing using k& = 7 4+ j, and gathering terms in

zk,

k
.’L’k Z(aibk,i)

0 1=0

NE

>
Il

(iale)(i bjxj) =
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As an aside, if we don’t require the support to be finite we still get a valid ring,
which is called the ring of formal power series.

One should check that all the properties of a ring hold, a somewhat tedious
exercise. As an example, for associativity one can show that

(a(m)b(x))c(x) = Z Z a;bjci = a(z) (b(aj)c(aj))

1,5,k>0
i+j+k=m

Proposition 4.3.7. For any ring R and a(x),b(z) € R,

deg (a(z)b(z)) < deg (a(x)) + deg (b(z))

If R is an integral domain then equality holds, the degree of a product of poly-
nomials is the sum of the degrees of the factors:

deg (a(z)b(z)) = deg (a(z)) + deg (b(z))
In particular, if R is an integral domain, then R[x] is also an integral domain.

Proof. Let v = deg(a(x)) and 6 = deg(b(x)). From the formula for the product the
degree k term in a(x)b(x) is (Zi‘c:o aibk_i). When k > v+ 46, the kth term will be
0 because for ¢ > v, a; =0, and for i <~, k—¢ > § so by_; = 0. For k = v+ 4 the
kth term in the product is a,bs. This may be 0 in a ring with zero-divisors, hence
the degree of a product may be less than the sum of the degrees of the factors over
a ring R with zero-divisors.

In an integral domain, a,bs # 0 since we assume a, and bs are nonzero. In
particular, a product of nonzero polynomials over an integral domain cannot be
zero. This proves the proposition. O

The key lemma (1.3.1) that was used to prove the Quotient Remainder Theo-
rem (|1.3.2) in F'[x] does not apply over an arbitrary ring.
Exercises 4.3.8. POLYNOMIAL RINGS AND ZERO-DIVISORS.
(a) Give an example to show the analogue of Lemma does not hold in the

polynomial ring over Z/4.

(b) Show that Z/4[z] has a polynomial of degree 1 that is a unit (in fact its
square is 1).

(c) Give an example of two polynomials of degree 2 in Z/8[x] such that their
product has degree 1. Show that this is not possible in Z/4[z] and Z/6[z].

Here is an additional result about polynomial rings that will be useful. It is
similar to The Initial Ring Theorem [4.2.13| for the integers.
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Theorem 4.3.9 (Universal property of polynomial rings). Let R, S be rings and
let ¢ : R — S be a ring homomorphism. For any s € S there is a unique
homomorphism from R[z] to S that agrees with ¢ on R and takes x to s, namely

@ : R[x] — S

Z ria’ — Z ‘P(Ti)si
) [

Proof. To simplify the notation, the summations in the text below are implicitly
over the nonnegative integers unless expressed otherwise. If there is a homomor-
phism @ taking x to s and agreeing with ¢ on R then we must have

7(Yoriet) = Y’ = Y pr)B(@) = 3 elro)s

So there is only one possible way to define . The key observation is that 5 is well
defined because there is a unique way to write each element of R[z] and we have
used this unique formulation to define @. We also note that the sums are all finite
sums.

To show this function is indeed a homomorphism we check that it respects
the operations. Here we check just products. As we saw above, commutativity,
associativity, and distributivity in the polynomial ring give

k
(Z aixi)(z rixt) = Z " Z(aﬂ"k—i)
i k 1=0

J

A similar derivation shows that for b;,t; € S

Thus we have

(o) (D)) =S (L)
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This shows @ respects products. O

In the first encounter a student has with polynomials they are treated as func-
tions. For a polynomial over Q, one substitutes a rational number for x and com-
putes a rational number as output. Up to this point we have treated polynomials
algebraically by adding and multiplying. The previous theorem has applications
in which we treat polynomials as functions.

Ezercises 4.3.10. EVALUATING POLYNOMIALS.
(a) Consider R =S = Q and s € Q. Apply the theorem to show that evaluating
polynomials in Q[z] at s yields a homomorphism from Q[z] to Q.

(b) More generally, apply the theorem to the situation where S = R and s is
some particular element of R. Interpret the theorem for this situation as
saying that “evaluating at a fixed s € R” determines a homomorphism.

(c) Apply the theorem to the situation where S = R[z] and the particular ele-
ment s(x) € R[z]. The theorem says that there is a homomorphism

¢ : R[x] — R|[z]
xr — s(x)
Show that an arbitrary f(z) € R[z] maps to f(s(z)). Show that, as a

function, this is the composition of the function defined by f(z) and the
function defined by s(x).

By iteratively applying the polynomial ring construction we can create a poly-
nomial ring in several indeterminates over a ring R.

Definition 4.3.11. The polynomial ring over the ring R in indeterminates x1, 2, . . .

71.77,7

which we write as R[x1, xo, ..., Tn_1,xy], is defined inductively as R[x1, ..., Tn_1][xn].

An element z{'x5? - - - 2% is called a monomial. We will say that (aq, ag, ..., ap)

is the multidegree of this monomial. The total degree is a; +- - -+ «,,. The ele-

ments of R[x1, 22, ..., Tn_1, Ty| are finite sums of terms of the form ax(" z3? - - - 227

.. x
This has the following important property.

Theorem 4.3.12 (Universal property of polynomial rings). Let R, S be rings and

let ¢ : R — S be a ring homomorphism. For any s1,...,s, € S there is a unique
homomorphism from R[z1,x2,...,zy] to S that agrees with ¢ on R and takes x;
to s;.
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Matrix Rings

Although we are focusing on rings that are commutative, and moreover, have de-
fined a ring to be commutative, it is worth presenting one very important example
of a noncommutative ring.

Definition 4.3.13. Let R be a ring and let n be a positive integer. The n x n
matrix ring over R, written M, (R), is the set of n x n matrices using the usual
formulas for addition and multiplication.

Even for a field, the matrix ring is noncommutative, as you may recall from
your experience with linear algebra.

Ezercises 4.3.14. MATRIX RINGS OVER Q.
Consider M2(Q) and recall the various spaces associated to a matrix (e.g.
rowspace, nullspace).

1
(a) Show that A = 10

AB =0 (the zero matrix). Find a C such that CA = 0.
(b) What property from linear algebra characterizes the zero-divisors in M»(Q)?

(c) Show that every nonzero element of M2(Q) (or more broadly M, (F') for F
a field) is either a zero-divisor or a unit.

is a zero-divisor in M>(Q). Find a B such that

In linear algebra, matrices over a field arise as functions that map one vector
space to another. A square matrix maps a vector space to itself. Matrices over a
ring can also be treated as functions: an m X n matrix over R maps a °
of length n over R to a “vector” of length m over R, using the familiar formulas
for the product of a matrix and vector. I put vector in quotes because R" is
not a vector space when R is not a field. Yet, R™, with rules for addition and
scalar multiplication analogous to those for vector spaces, is an interesting object
to study. Modules over a ring are the generalization of vector spaces. The subject
is a bit more complex because not every nonzero element is a unit, and, even more
challenging, there may be zero-divisors in the ring.

‘vector”

4.4 Ideals and Quotient Rings

For a group G, * and a normal subgroup N, we showed in Section [2.§] that the set
of cosets, G/N, has the structure of a group using the product aNbN = abN. For
rings, all additive subgroups are normal, but, to create a quotient ring, we want
both addition and multiplication to extend to cosets. The appropriate subsgroups
of a ring that allow for this are ideals.
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Definition 4.4.1. An ideal of a ring R is a nonempty subset I C R which is
closed under addition and closed under multiplication by an arbitrary element of
R:

(1) For a,b € I, the sum a + b must be an element of I.
(2) For a € I and any r € R the product ra must be an element of 1.
We will say that I absorbs products.

One might wonder why the definition of an ideal does not include a requirement
that the additive inverse of an element in [ is also in I. This is implied by [
absorbing products. For a € I we have (—1) xa — —a is in I.

Proposition 4.4.2. Let R be a ring.
If an ideal I of R contains a unit, then I = R.
For any ai,as,...,a, € R, the following set is an ideal of R.

I ={rai+mras+---+rpan: 7 € R}

Proof. Let R be a ring. Let u be a unit in R with inverse v. If I is an ideal
containing u then wv = 1 is also in [ since I absorbs products. Again, since [
absorbs products, for any r € R, r1 =r € R. Thus I = R.

Let aq,...,a, be arbitrary elements of r. We want to show

I ={ra;+ras+---+rpa,:7; € R}
is an ideal of R. We can see that [ is closed under addition because

(r1a1 4 r2a2 + - - - + rpay) + (5101 4 5202 4 - - - + Spap)
=ria1 + s1a1 + reag + Sga9 + - - + rpay + Spap
= (r1+s1)a; + (ro + s2)ag + - - + (rp + sn)an

The first step repeatedly uses commutativity and associativity of addition. The
last step uses distributivity. The final expression is in a form that shows it is an
element of I.

The product of any t € R with riay + reas + - - - + rpa, is

t(r1a1 + roas + -+ + rnan) = (tr1)ay + (tra)ag + - - + (trp)an

using distributivity and associativity of multiplication. The result is in a form to
show it is in 1. O
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Definition 4.4.3. We say I is generated by aj,ag,...,a, if I = {ria; +reas +
<o 4 rpap : vy € R}, We write I = (a1,as2,...,a,). The ideal I is principal if
there exists some a € I such that I = {ra : r € R}. A ring in which all ideals are
principal is called a principal ideal domain, or a PID for short.

An ideal generated by several elements may also be generated by a single
element, and therefore be principal.

Proposition 4.4.4. Every ideal in 7 is principal. Every ideal in Flz| for F a
field is principal. Therefore, Z and F[z] are principal ideal domains.

Proof. Let I be an ideal of Z. If I = {0}, there is nothing to prove. Otherwise,
let a be the smallest positive integer in I. Let b be any other nonzero element of
1. Then, by the properties of ideals, any linear combination of @ and b is in I. By
the GCD Theorem ged(a, b) € I. But the ged of @ and b is positive and less
than or equal to a. Since a is the smallest positive element of I, we must have
ged(a, b) = a. Consequently, an arbitrary element of I is divisible by a, so I = (a)
is principal.

The same proof applies to F[x] with minor modification. We observe that if
a nonzero ideal in F[z] contains a a nonzero element of F' (that is a polynomial
of degree 0), then it contains a unit. It must then be the whole ring and we can
write it as (1), in which 1 is a monic polynomial of degree 0. Otherwise, for I a
proper nonzero ideal, one uses the monic polynomial of lowest degree in I, call it
m(x). The argument above is easily adapted to show that m(x) generates I. [

From the proof we see that the ideals of Z are in one correspondence with the
nonnegative integers. Similarly, the principal ideals of F[z], other than the 0-ideal,
are in one to one correspondence with the monic polynomials.

Exercises 4.4.5. IDEALS AND SUBRINGS.
(a) Let R be a subring of a ring S. Let I be an ideal in S. Show that I N R is
an ideal in R.
Ezercises 4.4.6. IDEALS IN DIRECT PRODUCTS.
Let R and S be rings and consider R x S.

(a) Let I be an ideal in R and J and ideal in S. Show that I x J is an ideal in
R xS.

(b) Show that all ideals in R x S are of the form I x J.

Note that the previous problem shows an important difference between rings
and groups. The direct product of groups G and H may have many subgroups
that are not of the form G’ x H' for G’ a subgroup of G and H’' a subgroup of H.
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Ezercises 4.4.7. HOMOMORPHISMS AND IDEALS.
Let ¢ : R — S be a homomorphism of rings.

(a) Let J be an ideal in S. Prove that ¢ ~1(J) is an ideal in R.

(b) Assume that ¢ is surjective. Let I be an ideal in R. Show that ¢(I) is an
ideal in S.

(c) Using Z and Q show that when a homomorphism is not surjective, the image
of an ideal is not necessarily an ideal.

Quotient Rings

A ring R is an abelian group under addition, so, for any subgroup, we can form
the quotient group of R by that subgroup. It is natural, when we take the mul-
tiplicative structure of R into account, to want the quotient group to also have a
multiplicative structure. The necessary property to make this work is the “absorbs
products” requirement in the definition of ideal. We have actually seen this appear
in Proposition [4.2.9] which said that the kernel of a homomorphism is closed under
multiplication by an arbitrary element of R.

We will write cosets of an ideal I in R in the same form as we did for abelian
groups. For any r € R, its coset is 7 + I. The coset r + I may be written in
other ways; for any a € I, the cosets defined by r and by r 4+ a are the same. For
s € R, and b € I the cosets defined by s and s + b are also the same. We would
like to define multiplication of cosets, but for that to work, the product should be
independent of the way we name the coset (as v+ I or as (r +a) + I). In other
words we want the products rs and (r + a)(s + b) to define the same cosets. We
have

(r+a)(s+b)=rs+as+rb+ab

Since a,b € I and I absorbs products, as+rb+ab € I. Thus rs+1 = (r+a)(s+
b) + I, and we have a well-defined product for cosets of I.

The following proposition summarizes this discussion, and we note that multi-
plication of cosets is determined by multiplication in R so we get a homomorphism
from R to R/I.

Proposition 4.4.8. Let R be a ring and let I be a proper ideal in R (that is [ # R).
Let R/I ={r+1:r € R}. Then R/I is a ring, with additive structure defined by
R/I as the quotient of the abelian group R by its subgroup I, and multiplicative
structure defined by

(r+D)(s+I)=rs+1

The additive identity is 0 + I and the multiplicative identity is 1 4 1.
The function R — R/I that takes r to r + I is a homomorphism of rings.

129



Ezample 4.4.9. In Z, the subgroups (n) are also ideals, because multiplication
is simply repeated addition, and a subgroup is closed under addition. Thus the
quotient of Z by its subgroup (n) is a ring.

Ezample 4.4.10. Let F be a field. We have seen that any ideal in F'[z] is principal,
generated by some monic m(z) € F|z]. Every polynomial is congruent modulo
m(z) to its remainder upon division by m(z).

We have already seen two familiar examples of quotient rings in Chapter [1} the
integers modulo n and, for F a field, F[z] modulo m(z). The treatment of these in
Chapter|l]is from a modular arithmetic perspective and we used brackets to define
the equivalence class for elements. We now see them each as a quotients of a ring
(Z or F[z] repectively) and we now write the equivalence classes as cosets rather
than using brackets. One convenient aspect of working with these quotient rings is
that each element can be uniquely represented by the remainder upon division by
the modulus. One can use {0,1,...,n — 1} as the elements of Z/n and omit the
brackets or coset notation when the context makes clear that we are working in Z/n
rather than Z. Similarly one can use polynomials of degree less than deg(m(x))
as the elements of F[z]/m(x) when the context makes clear that we are working
in F[z]/m(z) and not in Fz].

Definition 4.4.11. Let R be a ring and I an ideal in R. A system of repre-
sentatives for R/I is a set S C R such that each r € R is congruent modulo I to
exactly one element of S.

It can be more challenging to find a system or representatives for R/I in other
rings, even in Flz,y| with F' a field. In polynomial rings over a field, monomial
ideals and principal ideals admit a clear system or representatives, but things get
much more complicated when there are several polynomial generators or when the
base ring is not a field.

Definition 4.4.12. In a polynomial ring R[z1, 2, ...,z,], a monomial ideal is
an ideal generated by monomials.

For the following two examples it is helpful to think of F'[x,y] as a vector space
over F with basis 'y’ for ,j > 0.

Ezample 4.4.13. Consider a field F' and F[z,y]/(z®y”). Since an ideal is closed
under multiplication, every monomial az® y? with o/ > a and #/ > S is in (zyB).
Since an ideal is closed under addition, any sum of monomials with z-degree at
least o and y-degree at least 3 is in (x®y”). Conversely, any multiple of z%y” must
be a polynomial whose terms all have x-degree at least o and y-degree at least
3. The multidegrees of the monomials in (x®y”) are those in the region marked T
shown in Figure 4.1
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Figure 4.1

Given any polynomial we may subtract off the monomials that are multiples
of z%y? and be left with a polynomial that has terms that have z-degree less
than « or y-degree less than 5. The multidegrees of these monomials are in the
region marked A in Figure These monomials are a basis for the quotient ring
Flz,y]/(x®y®). A set of representatives for F[z,y]/(z*y”) is all polynomials whose
terms have multidegree in A.

Ezample 4.4.14. Consider a field F' and Flx,y]/(x, zy,y*). A monomial that
is in (2, 7y, y?) has multidegree that is in the region marked I' in Figure
As in the previous example any polynomial whose terms involve just monomials
with multidegree in T' will be in (23, 2y, y?). Given any other polynomial we may
subtract off elements of (z3,xy,%?) and be left with a polynomial all of whose
terms are in the set A in Figure The monomials with multidegree in A form a
basis for a set of representatives for Flx,y]/(z3, 2y,y?). The set of representatives
is all polynomials whose terms have multidegree in A.

Ezample 4.4.15. Consider now a principal ideal that is non-monomial, Flx,y]/(y* + 23).
In this quotient ring > = —23. Given an arbitary polynomial we can replace 3>
with —z3 and get a polynomial that is equivalent modulo y? 4+ 2% and has terms
that are at most degree 1 in y. Thus {a:Z 11 € NO} U {:c’y 11 € NO} is a basis for
Flz,y]/{y? + 23). (It should be clear that no sum of these monomials can be a
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Figure 4.2

multiple of y?+x3.) Alternatively, we could replace each occurence of 23 with —y?
and obtain a basis {yj NS No} U {:cyj NS NO} U {:c2yj NS No}.

We have emphasized the strong relationship between the ring integers of Z and
polynomial rings F[z] for F' a field. We have seen a couple of examples in F[z,y].
There are analogous examples for Z[y]. We substitute a prime, say 2, for x and
consider something analogous to a monomial ideal.

Ezample 4.4.16. Consider the ideal (4y3,8y?) in Z[y]. The multiples of 4y3 will
all have degree at least 4 (in y) and will have coefficient a multiple of 4. A set
of representatives for Z[y]/(4y3,8y?) is ao + a1y + azy® + azy® + ... in which
ar € {0,1,2,3} for k > 3 and ag € {0,1,2,3,4,5,6,7} and ag,a; € Z.
FExercises 4.4.17. NILPOTENTS, ZERO-DIVISORS, AND UNITS IN QUOTIENTS OF
Flz,y].
(a) Find the nilpotents, zero-divisors, and units in F'[z,
(b) Find the nilpotents, zero-divisors, and units in F[x,
(c) Find the nilpotents, zero-divisors, and units in F[z,
(d) Find the nilpotents, zero-divisors, and units in F[z,y]/{y* — x3).

Ezercises 4.4.18. NILPOTENTS, ZERO-DIVISORS, AND UNITS IN QUOTIENTS OF
Zly).
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(a) We were careful in the last example to use powers of 2 as the coeflicients in
the ideal in Z[y]. Find a system of representatives for Z[y]/(4y>, Ty?).

(b) Find a system of representatives for Z[y]/{ay’, by*, cy?, dy). [Hint: GCD.]

4.5 Isomorphism Theorems

The First and Third Isomorphism Theorems for rings are quite straightforward
extensions of the theorems for groups, as are the Factor Theorem and Correspon-
dence Theorem. The first theorem below combines the First Isomorphism Theorem
and the Factor Theorem. The Second Isomorphism Theorem, treated at the end
of the section, is less central in ring theory.

Theorem 4.5.1 (First Isomorphism and Factor Theorems). Let ¢ : R — S be
a ring homomorphism and let K be the kernel. For any tdeal J contained in K
the homomorphism ¢ factors through R/J in the following sense: there is a ring
homomorphism ¢ : R/J — S defined by r + J — ¢(r) such that g om = .

R—?.4g
l 7
7/
™ /oo
P
R/J
Additionally,
(1) If J = K then ¢ is injective.
(2) If ¢ is surjective then so is @.
(3) If J = K and ¢ is surjective then ¢ is an isomorphism.

Proof. Let ¢ : R — S be a ring homomorphism with kernel K and J an ideal
contained in K. By the Factor Theorem for groups we know there is well
defined group homomorphism ¢ : R/J — S. This is because for any r € R and
j € J we have p(r + j) = ¢(r), so we can define ¢(r + J) = ¢(r) unambiguously.
The map is a group homomorphism because

o(r1+ro+J) =@(ri +12) = @(r1) +@(r2) = @(r1 +J) + @(ra + J)
Similarly the map respects multiplication because

G(rira +J) = @(rire) = p(r1)p(re) = ¢(r1 + J) * $(ra + J)
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Finally, ¢(1g + J) = ¢(1g) = 1g, so ¢ is a homomorphism of rings. By
construction, ¢ = @ o T.

The kernel of ¢ is {r + J : ¢(r) = 0}. This is clearly K/J ={k+ J : k € K}.
When J = K, ¢ is injective since {k + K : k€ K} = {0+ K}.

Suppose ¢ is surjective. For any s € S, there is some € R such that ¢(r) = s.
Then ¢(r+J) = ¢(r) = s, so ¢ is also surjective. If J = K and ¢ is surjective we
have an isomorphism ¢ : R/K — S. O

We can derive the Third Isomorphism Theorem as a corollary. Consider the
case ¢ : R — R/K and let J be an ideal of R with J C K. The previ-
ous theorem says that ¢ : R/J — R/K is a surjective homomorphism. The
kernel is {r+J:¢(r+J)=0+ K}. But ¢(r + J) = ¢(r), so the kernel is
{r+J:re K} = K/J. Now applying item (3) of the theorem to ¢ we get an
isomorphism between (R/J)/(K/J) and R/K.

We can also prove the Third Isomorphism Theorem directly, which we do below.

Theorem 4.5.2 (Third Isomorphism Theorem). Let R be a ring with ideals K
and J such that J C K. Then K/J is an ideal of R/J and (R/J)/(K/J) = R/K.

Proof. 1 claim there is a well defined function from R/J to R/K defined by ¢(r +
J) =r+ K. We need only check that if 11 + J =7y + J then 11 + K = ro + K.
This is clearly true because if 71 + J = r9 + J then r; — ro € J. Since J C K we
have ri =r9 € K sor; + K =r9 + K. We also have

o((r+J)+ (r2+J)) = p(r1 +r2+ J)
=ri+r+ K
=(rm+K)+(r+K)
=¢(r + K)+ ¢(r2 + K)

and a similar computation holds for multiplication. Thus ¢ is a homomorphism
and it is surjective.

The kernel is {r +J : 7+ K =0+ K}, but thisis {r+J:r € K} = K/J. So
by the first isomorphism theorem, (R/J)/(K/J) = R/K. O

From Theorem [4.5.1]any surjective homomorphism R — S gives rise to an iso-
morphism between R/K and S where K is the kernel of R — S. A strengthening
of Theorem is the following.

Theorem 4.5.3 (Correspondence). Let R — S be a surjective homomorphism
of rings with kernel K. There is a one-to-one correspondence, given by o, between
ideals of S and ideals of R containing K.

134



R— S
I+ p(I)
e (J)+—J

The correspondence respects containment, and quotients as follows. For I,1I' con-
taining K,

e K <I<TIifand only if o(I) < p(I').
e The map ¢ induces an isomorphism R/I = S/o(I).

Proof. From the correspondence theorem for groups, we already have a bijection
between additive subgroups of R containing I and additive subgroups of S (all
subgroups are normal since addition is commutative). Furthermore, the correspon-
dence respects containment. Therefore, we need only show that ideals correspond
to ideals and that the quotients R/I and S/¢(I) are isomorphic.

We have already seen in Problem that, if J is an ideal in S, then ¢ =1(J)
is an ideal in R. It must also contain K. That problem also shows that the image
of an ideal under a surjective homomorphism is an ideal. Here is the proof. Let
I be an ideal in R that contains K, we need to show that ¢(I) is an ideal in S.
We know that it is an additive subgroup of S from the correspondence theorem
for groups, so it remains to show that it absorbs products. This is where we use
surjectivity. Let s be an element of S and let b € p(I). Since ¢ is surjective, there
is some r € R such that ¢(r) = s. There is also an a € I such that ¢(a) = b. Since
ar € I, bs = p(a)p(r) = @(ar) € p(I). This shows ¢(I) absorbs products and is
thus an ideal.

For J an ideal in S, consider the composition R —+ § — § /J where 7 is the
canonical quotient homomorphism. The kernel is ¢ ~1(.J). The First Isomorphism

Theorem applies to show that 7 o ¢ gives an isomorphism between R/¢~!(.J) and
S/J. O

Theorem 4.5.4 (Second Isomorphism). Let S be a subring of R and let J be an
ideal in R.

(1) S+ J is a subring of R.
(2) SN J is an ideal in S.
(3) S/(SNJ)=(S+J)/J.
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Proof. The first two items are left as exercises. Consider the homomorphism ¢ :
S — R/J, which is the composition of the inclusion map : S — R and the
quotient map R — R/J. The image of ¢ is {s + J : s € S} and it is the quotient
of the subring S + J in R by the ideal J. The kernel of ¢ is S N J. By the first
isomorphism theorem, S/(SNJ) = (S + J)/J.

O

Ezercises 4.5.5. THE SECOND ISOMORPHISM THEOREM, PROOFS.
Let S be a subring of R, and J an ideal in R.
(a) Prove that S + J is a subring of R.
(b) Prove that SN J is an ideal in S.
Ezercises 4.5.6. IDEALS AND HOMOMORPHISMS.
Let ¢ : R — S be a homomorphism of rings, not necessarily surjective.
(a) Let J be an ideal in S. Show that ¢ ~!(J) is an ideal in R.

(b) Give an example to show that for I an ideal in R, ¢(I) may not be an ideal
in S.

4.6 Operations on Ideals and Properties of Ideals

This section has two different goals. The first is to establish the most important
operations on ideals. Given two (or more) ideals one can form their intersection,
sum, or product to get a new ideal. There are other operations on ideals that we
explore ing the problems in Section

We also look at three properties that an ideal may have. It may be maximal,
prime, or radical (or none of these). These properties are related to the existence
of units, zero-divisors, and nilpotents in the quotient ring.

Intersection, Sum and Product of Ideals

Proposition 4.6.1. Let I and J be ideals. Then INJ is an ideal. More generally,
if A is a set of ideals in R then
N1

IeA
is an ideal in R.

Proof. Let a,b € ((;c4 1. Then we have a,b € I for each I € A. Since each I is
closed under addition, a +b € I for all I € A. Consequently, a +b € (41
Similarly, we can show that ();. 41 absorbs products. For r € R and a €
(N7ea I we have a € I for each I € A. Since each I absorbs products, ra € I for
each I € A. Thus ra € (\;c 41 O
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Definition 4.6.2. Let [ and J be ideals. The sum of [ and J is I +J =
{a+b:ae€landbe J}. Theproduct of I and JisIJ = (ab:a €l and be J).
Similarly for ideals Iy, ..., I, in R we can define

h+h+- 4 Iy ={ra +r2as+ - +rpay 1 1p € R,ay € Iy}
LIy... I, ={a1az2---ay:a € I for all k € {1,...,n})

There is a subtle, but very important, difference in the two definitions. The
product of ideals I and J is defined to be generated by the set of elements ab with
a €1 and b € J. The sum of I and J is the set of all sums a 4+ b with ¢ € I and
b € J. We must show that this set is in fact an ideal.

Proposition 4.6.3. Let I1,...,1I, be ideals in R. Then I + --- + I, is also an
ideal.

Proof. We have to show I; + --- + I, is closed under sums and that it absorbs
products. Consider two arbitrary elements of Iy + Is + - -+ + I,, which we may
write as aj+ag+- - -+a, and by +by+- - -+b, with ag, by € I fork =1,...,n. (Note
that some of these terms may be zero.) Their sum is, after using commutativity
and associativity to rearrange terms, (a1 +b1) + (a2 +b2) + - - - + (an + by). Since
each (ayp + by) € I, the sum is an element of Iy + Is + -+ - + I,.

Let r € R and a1 + as + - - - + a,, with ag € I. Then by distributivity

r(ai+ag+---+ap) =rar +rag+---+ray
Since each I, absorbs products, each ra, € I. Thus
ra;+rag+---+ra, €+l +---+1,
this shows Iy + I + - - - + I, absorbs products. O

Ezercises 4.6.4. SUM AND INTERSECTION OF IDEALS IN Z AND F'[z].
(a) In the ring Z, show that the sum (a) + (b) = (gcd(a,b)).
(b) In the ring Z, show that the intersection (a) N (b) = (lem(a,b)).
(c) Extend these results to F[z] for F' a field.

Proposition 4.6.5. Let Iy,..., I, be ideals. Then
Lily---I,ChNnlbn---N1I,

Proof. The product I115---1, is generated by elements of the form ajas---ay,
with each a; € Ip. Since each I absorbs products, ajas---a, € I for all k.
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Thus ajas---an € 1 NIsN---N1,. Since the generators of I1Is--- I, are all in
LNnIbN---N1I, we have

Lly---I,CLiNnlbNn---N1I,
O

The sum of an arbitrary set of ideals in R (including an infinite set) is defined
in a similar fashion, but requires care because we must restrict to finite sums.

Definition 4.6.6. Let A be a set of ideals in R. The sum of these ideals is

ZI = {Zal :ay € I, and B is a finite subset of A}

IcA IeB

FEzercises 4.6.7. IDEALS AND HOMOMORPHISMS.
Let ¢ : R — S be a homomorphism.

(a) For I and ideal in R show that ¢ ~!(p(I)) = I + K where K = ker ¢.
(b) In particular, if I contains K, then ¢ ~1o(I) = I.

Maximal, Prime and Radical Ideals

There are three key properties that ideals may have. Recall that a proper subset of
a set A is a subset that does not equal A. We may also say that A properly contains
the subset. Similar meaning attaches to proper subgroups or proper ideals.

Definition 4.6.8. Let I be a proper ideal of R (that is I # R). An ideal I is
maximal if the only ideal properly containing I is R. The ideal I is prime when
ab € I implies that either a € I or b € I. The ideal I is radical when a™ € I for
n € N implies a € I.

In any integral domain, the zero ideal is prime. This follows directly from the
definition of integral domain, ab = 0 implies a = 0 or b = 0.

Let I be a nonzero ideal in the integers, and let d be its positive generator, so
I = (d). If d is not a prime number, say d = ab with a,b < d, then I is not a prime
ideal since ab € I, but a,b ¢ I. If d is a prime number then ab € I implies that
d|ab, and by primality of d, either d|a, and therefore a € I, or d|b, and then b € I.
Consequently, I is prime. We conclude that, for the integers, an ideal is prime if
and only if it is generated either by 0 or a prime integer.

FEzercises 4.6.9. MAXIMAL AND PRIME IDEALS IN Z.

(a) Show that the nonzero prime ideals in Z are also maximal ideals. [Suppose
p is a prime number. Try to enlarge (p) and show that you get all of Z.]
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(b) Let I be a nonzero ideal in Z. We know [ is principle; let a be the small-
est positive integer in I. Show that [ is radical if and only if the prime
factorization of a is a = p1ps - - - p, for distinct primes p;.

(c) Extend these results to F[z] for F' a field.

Theorem 4.6.10. All prime ideals are radical. All maximal ideals are prime.
Consequently, for a ring R

{mazimal ideals in R} C {prime ideals in R} C {radical ideals in R}

Proof. Let P be a prime ideal. We will show that if ¢ € P then ¢ € P. This
establishes that P is a radical ideal. Suppose a™ € P. Let m < n be the smallest
power of a that lies in P. If m > 1, then we have axa™ ! = a™ € P. By primality,
either a or ™! is in P. This contradicts our assumption on m. Thus m = 1 and
a€ P.

Let M be a maximal ideal. We will show that ab € M implies either a or b is
in M. This establishes that M is prime. Let ab € M. Suppose that a ¢ M. Since
M is a maximal ideal M + (a) = R. Consequently there is some m € M andr € R
such that m + ra = 1. Multiplying both sides by b we get mb + rab = b. Since
ab € M, we have b= mb+ rab € M. Thus if ab € M and a € M then b € M, as

was to be shown. O

The proof that a maximal ideal is prime echoes the proof that an irreducible
integer (or polynomial in F[z] for F a field) is prime, Theorem

Now we show that these properties of ideals are intimately connected with
properties of the quotient ring.

Theorem 4.6.11. Let R be a ring and I and ideal in R.
e [ is a mazximal ideal if and only if R/I is a field.

e [ is a prime ideal if and only if R/I is an integral domain.

e [ is a radical ideal if and only if R/I is reduced.

Proof. We will prove one direction for each claim and leave the other as an exercise.

Let I be maximal. Let 7+ I be an arbitrary element of R/I with r+1 # 0+ 1.
Since [ is maximal, I + (r) = R, so there is some a € I and s € R such that
a+sr=1. Then sr+I=(1—a)+1=1+1, because a € I. Consequently, s+ I
is the inverse of r 4+ I. Thus an arbitrary nonzero element of R/I has an inverse,
and R/I is a field.

Let I be a prime ideal. Let r + I and s+ I be such that (r+1)(s+1) =0+ 1.
Then rs+1 =0+1sors € I. Since [ is prime, either » € I or s € I. Thus, either
r+1=0+1ors+1=0+ 1. This shows R/I has no zero-divisors.
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Let I be a radical ideal. Suppose that r + I is nilpotent in R/I; that is
(r+I)"=0+1. Then r" +1 =0+ I, sor™ € I. Since [ is radical, we must
have r € I, and consequently r + I = 0 + I. This shows that R/I has no nonzero
nilpotent elements, so R/ is reduced.

O

Exercises 4.6.12. HOMOMORPHISMS AND PROPERTIES OF IDEALS
Let ¢ : R — S be a homomorphism of rings and let J be an ideal in S.
From Exercise @ we know that ¢~1(J) is an ideal in R.
(a) If J is a radical ideal, show that ¢ ~1(J) is a radical ideal in R.
(b) If J is a prime ideal, show that ¢~!(J) is a prime ideal in R.
(c) Using R = Z and S = Q show that ¢~!(J) may not be maximal when J is
maximal.
Exercises 4.6.13. INTERSECTIONS AND PROPERTIES OF IDEALS.
(a) Show that the intersection of two radical ideals is radical.
(b) Ilustrate with an example from F[z] for F' a field.
(c) Given an example in F[z] to show that the intersection of two prime ideals
may not be prime.
Exercises 4.6.14. NILPOTENTS AND THE NILRADICAL.
(a) Let N = {a€ R:a" =0 for some n € N} be the set of all the nilpotent
elements in a ring R. Show that N is an ideal of R. It is called the nilradical
of R.
(b) Show that R/N is reduced (it has no nonzero nilpotent elements).
(c) Show that N is contained in the intersection of all prime ideals in R. (The
reverse containment is also true, but much more difficult to prove.)
(d) Show that if a € N then 1 — a and 1 4 a are units.

Comaximality and the Chinese Remainder Theorem

Recall that two integers a,b are coprime if they have no common factor other
than 1. A consequence—the GCD Theorem [I.1.4—is that some linear combination
of a and b is equal to 1. Interpreting this in the context of ideals, when a and b
are coprime, the ideal (a,b) is equal to Z. We can extend this notion of coprime
integers (or polynomials) to ideals in a general ring R.

There is another way to look at coprimality. For any two integers a, b we have
a homomorphism Z/ab — Z/a and a homomorphism Z/ab — Z/b. This gives a
homomorphism into the direct product by Proposition [t.3.4: Z/ab — Z/a x Z/b.
The Chinese Remainder Theorem says this is an isomorphism when a and b are
coprime.
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Theorem 4.6.15 (Chinese Remainder Theorem). Let a,b be coprime integers.
The natural maps from Theorem|[4.2.14] and Proposition|{.3.4] give an isomorphism
Zjab —s ZJa x L/b.

Proof. The kernel of the homomorphism is the set of elements [r],, in Z/ab such
that r is a multiple of both a and b. By coprimality, » must be a multiple of
both a and b, so [r]sp = [0]qp- Since the kernel is trivial, the homomorphism
Z]ab — Z/a x Z/b is injective. Since both Z/ab and Z, x Zy have ab elements,
the homomorphism also be surjective, so it is an isomorphism. OJ

Another way to prove surjectivity is by applying the GCD Theorem [1.1.4.
There are integers u and v such that au+ bv = 1. The image of [bv]q, in Z/a X Z/b
is ([1]a,[0]p) because it is clearly a multiple of b and [bv], = [1 — aul, = [1]4.
Similarly, the image of [au|q, is ([0]q, [1]p). From this it is fairly easy to prove
surjectivity. There is a more general theorem that uses this principle as its starting
point. We have the property of comaximality for ideals, and a Chinese Remainder
Theorem for comaximal ideals whose proof essentially mimics the proof of the
Chinese Remainder Theorem for integers.

Definition 4.6.16. Two ideals I and J in a ring R are comaximal if I + J = R.

Theorem 4.6.17. Let I and J be proper ideals of R that are comazximal. Then
IJ=INnJ and R/IJ=R/I x R/J.

Proof. Since I and J are comaximal there exist a € I and b € J such that a+b = 1.
We now show that the homomorphism R — R/I x R/J is surjective. The image
ofain R/Jisa+J=(1—-b)+J =1+ J because b € J. The image of a in R/I
is a+ I =0+ I because a € I. Similarly, the image of bis 1 + I in R/I and it is
0+ J in R/J. Thus for an arbitrary element (r1 + I,79 + J) in R/I x R/J, there
is a preimage, ria + rob.

The kernel of R — R/I x R/J is I N J. By the First Isomorphism Theorem,
the proof is complete once we show I.J = I NJ. We already know that I.J C INJ.
Let c € INJ. Then ac+ bc = ¢, but ac and bc are both in I.J so we have expressed
an arbitrary element of INJ as a sum of two elements in IJ. Thus IJ =1NnJ. O

4.7 Fractions

Dealing with fractions is one of the big challenges for primary school students.
A key reason for the difficulties is that a fraction can be written in an infinite
number of equivalent ways (for example 1/2 =2/4 = 3/6...) and it is necessary
to use multiple expressions for a number in order to do arithmetic with fractions.
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Underlying our use of fractions is an equivalence relation on ordered pairs of in-
tegers; which is not something we dare to explain to students. In this section, we
show that the method used to construct the rational numbers from the integers
extends with little modification to an arbitrary integral domain (and hint at how
to generalize to an arbitrary ring).

First let’s consider some examples to show that there are other rings of interest
in between the integers and the rational numbers, that is, rings properly containing
Z but properly contained in Q.

Ezample 4.7.1. One can verify that the following sets are in fact subrings of Q.
e R={a/2":a€Z,icNp}.
e S={a/b:a€Z and b is an odd integer}.
o T'={a/100" : a € Z,i € Ny }.

FEzercises 4.7.2. UNITS AND PRIME IDEALS IN SOME RINGS OF FRACTIONS.
For the rings R, S, and T":

(a) Verify that each is a ring.
(b) Identify all the units in each of these rings.

(c) Show that in each of these rings every ideal is principal, generated by some
nonnegative integer.

(d) In Z, any two distinct positive integers generate different ideals. Show that
is not true in R, S, T. For each of these rings, identify a set of integers that
uniquely define all ideals.

(e) Which of these ideals are prime?

The rings in the previous example and exercise are all constructed via the
process we now describe.

Definition 4.7.3. Let R be an integral domain. A subset D of R\ {0} that
contains 1 and is closed under multiplication is called a multiplicatively closed
set.

Let D be a multiplicatively closed set in R. Define a relation on R x D by
(T17 dl) ~ (TQ’ d2) When T‘ld2 = 7“2d1

Proposition 4.7.4. Let R be an integral domain and D a multiplicatively closed
subset. The relation above is an equivalence relation. Under this relation, for any
r€ R andc,d € D, (r,d) ~ (rc,dc)

142



Proof. The relation is reflexive:(r, d) ~ (r,d) since rd = rd.

The relation is symmetric: Suppose (r1,d1) ~ (r2,d2) so ride = redy. Then
T’le = Tldg SO (Tg,dg) ~ (Tl,dl).

The relation is transitive: Suppose (r1,d;) ~ (r2,d2) and (r2,d2) ~ (r3,d3).
Then r1ds = rod; and reds = rsds. Multiplying the first by ds and the second by
d1 we get

ridads = rodids = rodsdy = r3dad;
Since R is an integral domain, we can cancel ds (see Exercise to obtain
’r‘ldg = 7"3d1. This shows (7’1, dl) ~ (T‘g, dg)

The final claim follows from the definition of the relation rdc = drec. It may be

seen as simplification of fractions. O

A key step in the above proof involved the cancellation law for integral do-
mains. The construction of rings of fractions can be generalized to arbitrary rings
provided D contains no zero-divisors. It can be further generalized to allow D to
contain zero-divisors with one small modification to the definition of the equiva-
lence relation.

Theorem 4.7.5. Let D be a multiplicatively closed set in R. Let [r,d] denote the
equivalence class of (r,d). The operations

o [r,c]+ [s,d] = [rd+ sc,cd], and
o [r,c]x[s,d] :=[rs,cd],

are well defined. The set R x D/ ~ with these operations is a ring with additive
identity [0,1] and multiplicative identity [1,1]. We denote this ring D™'R. The
map R — D™'R taking r to [r,1] is an embedding.

Proof. Let (r,c) and (s,d) be in R x D. Since D is multiplicatively closed, c¢d € D
so both (rd + sc,cd) and (rs,cd) are in R x D and their equivalence classes exist.

To show that the operations are well defined, suppose two different represen-
tatives for each equivalence class: (r,c¢) ~ (', ) and (s,d) ~ (s',d"). We want to
show that the formula for the equivalence class of the product (and for the sum)
is independent of the representatives chosen. We deal with the product first. We
want to show that (rs,cd) ~ (r's’, dd’), which reduces to rsc’d’ = r's'cd. We know

rd =7r'c (4.1)

sd = s'd (4.2)
Multiplying the first equation by sd’ and the second by rc¢’ we get

/ ! / !/ / ! / !
rcsd =rcsd =resd =resd
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Rearranging the factors on the first and last terms gives rsc’d’ = r's’cd.

For the sum we want to show (rd+sc,cd) ~ (r'd' +s'd, /d"). Multiplying
bu dd" we get rc’dd’ = r'cdd’, and multiplying by cc gives sd'cc = s'dec .
Adding the two equations

rddd + sd'cd = r'edd + s'dec
(rd + se)dd = (r'd + s'c)ed

This establishes (rd 4 sc,ed) ~ (r'd + s'd/, dd’), as claimed.

Verifying the claims about the additive and multiplicative identity are routine
computations. Verification of commutativity and associativity are more involved,
but are fairly straightforward and are left to the reader. We next show that
multiplication distributes over addition.

rocl[sf + td, df])

rocl([s,d) + 11, /1) =
rsf + rtd, cdf]

[
=

[r,c] * [s,d] + [r,c] x [t, f] = [rs,cd] + [rt, cf]
= [rscf + rted, cdef]
[(rsf)e+ (rtd)e, (edf)c]
= [rsf + rtd, cdf]

The function ¢ : R — D~'R taking r to [r, 1] takes the identity to the identity
element of R to the identity element of D1 R. Tt respects sums since [r, 1]+[s, 1] =
[r*1+s%1,1%1] = [r+s,1] which is the image of r + s. The map ¢ respects

products since [r,1] % [s,1] = [rs,1 % 1] which is the image of rs. Thus ¢ is a
homomorphism. Suppose ¢(r) = ¢(s). Then [r, 1] = [s,1]. By the definition of the
equivalence relation, r * 1 = s % 1. This shows ¢ is injective. O

The ring D™ R is often called a localization of R.

FEzercises 4.7.6. UNITS AND PRIME IDEALS IN A RING OF FRACTIONS.

(a) Let D = {30% : i € Np}. Verify that D is multiplicatively closed in Z. Identify
all of the prime ideals in D~'Z.

(b) Let D = {(z® —x)" : i € No}. Verify that D is multiplicatively closed in
Q[z]. Identify all of the prime ideals in D~1Qlx].

(c) Under what conditions on D does D~'Z have just one maximal ideal?
(d) Let D be multiplicatively close I be an

Ezercises 4.7.7. CHARACTERIZING ALL LOCALIZATIONS OF Z.
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(a) Let D = {dy,dsa,...,d;} € Z\ {0}. What is the smallest multiplicatively
closed subset of Z containing D and 17 What if D is an infinite subset of
Z\ {0}? We will abuse notation and write D~'Z for the localization due to
the smallest multiplicatively closed subset of Z \ {0} containing D.

(b) Suppose D C N C Z\ {0}. Show that there is an injective ring homomor-
phism D~'Z — N~'Z.

(c) Show that any localization of Z is of the form P~'Z where P is a subset of
the set of primes in N. [You need to identify the set P for a given D and
show that P~17Z = D=17)].

(d) Let P be a subset of the prime integers. Identify all the ideals in P~!Z.
Which ideals are prime?

Ezercises 4.7.8. IDEALS IN A RING OF FRACTIONS.
Let R be an integral domain and let D be a multiplicative subset of R. We
will consider R as a subset of D™'R via the embedding ¢ : R — D™'R
which takes 7 to r/1.
(a) Let D~'I ={a/s:a €1,s € D}. Show D~'I is an ideal in D~!R.
(b) Show that D™'T = D7!R if and only if I N D # 0.
(c) Let J be an ideal of D™'R. Show that J N R is an ideal in R.

Parts a - ¢ show we have a function from the set of ideals in D~'R to the set
of ideals in R given by J — J N R and a function from the set of ideals in R to
the set of ideals in D™'R given by I > D~ 'I.

(d) Show that I — D~ is surjective: That is, show that every ideal in D1 R is
DT for some ideal I in R. (Hints: If J is an ideal in D~ R then an element
of J may be written a/s for a € R and s € D. Show that D=1 (JNR) = J.)

(e) Show that these two maps of ideals respect intersections. For example,
DYInNnTI)=D"YI)nD=Y(I).

(f) The map I ~ D~ is not injective. Show that it is injective on prime ideals
that don’t meet D. Conclude that the functions J — JN R and I — D~ 'T
give a 1-1 correspondence between prime ideals of D~'R and prime ideals of
R not meeting D.

Ezercises 4.7.9. SATURATION OF A MULTIPLICATIVELY CLOSED SUBSET.
Let R be an integral domain. A multiplicatively closed set D C R is saturated
when
zyeE D<= xeDandyeD.

There is a theorem saying D is saturated if and only if R\ D is a union of
prime ideals. Prove one direction of this result as follows.
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(a) Let P be a set of prime ideals and let D = R\ < Upep P). Show that D is
multiplicatively closed and saturated.

4.8 Ring Problems
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